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Abstract—The demand for more and more compute power
is growing rapidly in many fields of research. Accelerators,
like GPUs, are one way to fulfill these requirements, but
they often require a laborious rewrite of the application using
special programmmg paradigms like CUDA or OpenCL. The
Intel® Xeon Phi' coprocessor is based on the Intel® Many
Integrated Core Architecture and can be programmed with
standard techniques like OpenMP, POSIX threads, or MPI.
It will provide high performance and low power consumption
without the immediate need to rewrite an application. In this
work, we focus on OpenMP*-style programming and evaluate
the overhead of a selected subset of the language extensions
for Intel Xeon Phi coprocessors as well as the overhead of
some selected standardized OpenMP constructs. With the help
of simple benchmarks and a sparse CG kernel as it is used in
many PDE solvers we assess if the architecture can run standard
applications efficiently. We apply the Roofline model to investigate
the utilization of the architecture. Furthermore, we compare the
performance of a Intel Xeon Phi coprocessor system with the
performance reached on a large SMP production system.

I. INTRODUCTION

Since the demand for more and more compute power is
growing ever since, new architectures have evolved to satisfy
this need. Accelerators, such as GPUs are one way to fulfill
the requirements. They often require a time-consuming rewrite
of application kernels (or more) in specialized programming
paradigms, e.g. CUDA [1] or OpenCL [2]. In contrast,
Intel® Xeon Phi coprocessors offer all standard program-
ming models that are available for Intel® Architecture, e.g.
OpenMP* [3], POSIX threads [4], or MPI [5]. The Intel Xeon
Phi coprocessor plugs into a standard PCle slot and provides
a well-known, standard shared memory architecture. For pro-
grammers of higher level programming languages like C/C++
or Fortran using well established parallelization paradigms
like OpenMP, Intel® Threading Building Blocks or MPI, the
coprocessor appears like a symmetric multiprocessor (SMP)
on a single chip. Compared to accelerators this reduces the
programming effort a lot, since no additional parallelization
paradigm like CUDA or OpenCL needs to be applied (although
Intel Xeon Phi coprocessors also supports OpenCL).

However, supporting shared memory applications with only
minimal changes does not necessarily mean that these applica-
tions perform as expected on the Intel Xeon Phi coprocessor.

To get a first impression of the performance behavior of the
coprocessor when it is programmed with OpenMP, we did
several tests with kernel-type benchmarks and a CG solver
optimized for SMP systems. These tests were done on a pre-
production system, so the results might improve with the final
product. We compare the results to a 128-core SMP machine
based on the Bull Coherence Switch (BCS) technology and
elaborate on the advantages and disadvantages of both.

The structure of this paper is as follows. First, we shortly
describe the systems used in our tests in Section II and present
related work in Section III. We then describe our experiments,
first with kernels to investigate special characteristics of both
machines (Section IV) and second with a CG type solver as it
is used in many PDE solvers (Section V). We break down the
CG solver into several parts and detail on the performance
behavior of each part, comparing the performance of the
coprocessor to the BCS-based big SMP machine. We also
compare the results on both systems with an estimation of the
theoretical maximum performance provided by the Roofline
model [6]. Section VI concludes the paper.

II. ENVIRONMENT
A. Intel Xeon Phi Coprocessors

Intel recently announced the Intel® Xeon Phi coprocessor
platform [7] that is based on the concepts of the Intel Architec-
ture and that provides a standard shared-memory architecure.
The coprocessor prototype used for the evaluation has 61
cores clocked at 1090 MHz and offers full cache coherency
across all cores. Every core offers four-way simultaneous
multi-threading (SMT) and 512-bit wide SIMD vectors, which
corresponds to eight double-precision (DP) or sixteen single-
precision (SP) floating point numbers. Fig. 1 shows the high-
level architecture of the Intel Xeon Phi coprocessor die. Due
to these vectorization capabilities and the large number of
cores, the coprocessor can deliver 1063.84 TFLOPS of DP
performance. In the system we used, the coprocessor card
contained 8 GB of GDDRS memory and it was connected via
PCI Express bus to a host system with two 8-core Intel®
Xeon'  E5-2670 processors and 64 GB of host main memory.

Due to the foundations in Intel architecture, the coproces-
sor can be programmed in several different ways. We used
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Fig. 1. High-level overview of the Intel Xeon Phi coprocessor [8].

two different ways for our experiments: 1) cross-compiled
OpenMP programs natively on the coprocessor and 2) the
Intel® Language Extensions for Offload (LEO) [9]. Several
other ways are possible, like using MPI to send messages
between the host and the coprocessor, but they have not been
investigated in this work.

1) Native Execution on Intel Xeon Phi Coprocessors:
All Intel Xeon Phi coprocessors execute a specialized Linux
kernel providing all the well-known services and interfaces to
applications, such as Ethernet, OFED, Secure Shell, FTP, and
NFS. For native execution, we logged into the coprocessor and
executed the benchmark from a standard shell. To prepare the
application, the Intel® Composer XE 2013 on the host was
instructed to cross-compile the application for the Intel Xeon
Phi coprocessor (through the —mmic switch).

2) Language Extensions for Offload: The Intel Language
Extensions for Offload offer a set of pragmas and keywords
to tag code regions for execution on the coprocessor. Program-
mers have additional control over data transfers by clauses that
can be added to the offload pragmas. One advantage of the
LEO model compared to other offload programming models is
that the code inside the offloaded region may contain arbitrary
code and is not restricted to certain types of constructs. The
code may contain any number of function calls and it can
use any parallel programmingr model supported (e.g. OpenMP,
POSIX Threads, Intel® Cilk — Plus).

B. BCS System

For comparison we used a 16-socket 128-core system from
Bull (refer to Fig. 2). The system consists of four bullx s6010
boards. Each board is equipped with four Intel Xeon X7550
(Nehalem-EX) processors and 64 GB of main memory. The
Bull Coherence Switch (BCS) technology is used to combine
those four boards into one SMP machine with 128 cores and
256 GB of main memory. Although this system and the Intel
Xeon Phi coprocessor both contain a large number of cores
accessing a single shared memory, there is a huge difference
between them. The Bull system consumes 6 HU in a rack
whereas the coprocessor is an extension card in the host
system. Because of that, the Bull system contains much more
peripheral equipment like SSDs, Infiniband HCAs and so on.
Another important difference is the amount of main memory—
the coprocessor has 8 GB of memory while the BCS System

Fig. 2.

High-level overview of the BCS system [10].

has 256 GB and it can easily be extended to up to 2 TB.
However, many applications are tuned for these kind of SMPs
and we want to investigate and compare if such applications
can run efficiently on Intel Xeon Phi coprocessors. Although
the BCS system contains two years old processors, both tested
systems use a high number of cores and can deliver nearly the
same floating point performance of about 1 TFLOPS, which
makes the comparison valuable.

III. RELATED WORK

The effort for porting scientific applications to CUDA or
OpenCL can be much higher compared to directive-based pro-
gramming models like OpenMP [11]. Early experiences on In-
tel Xeon Phi coprocessors revealed that porting scientific codes
can be relatively straightforward [12], [13], which makes this
architecture with its high compute capabilities very promising
for many HPC applications. While [12] concentrates on the
relative performance of the Intel® Knights Ferry prototype for
several applications chosen from different scientific areas, we
focus on absolute performance of a preproduction Intel Xeon
Phi coprocessor, especially for memory-bound kernels. Hei-
necke et al show that the Knights Ferry prototype efficiently
supports different levels of parallelism (threading and SIMD
parallelism) for massive parallel applications. It has been
shown that memory-bound kernels like sparse matrix vector
multiplication can achieve high performance on throughput-
oriented processors like GPGPUs [14] (depending on the
matrix storage format), but only little knowledge is present
of what the performance will be on Intel’s upcoming many-
core processor generation. Many applications use OpenMP
already to utilize large shared memory systems. To make use
of these NUMA machines, data and thread affinity has to
be considered in order to obtain the best performance [15].
Taking these tuning advices into account, applications can
scale to large core counts using OpenMP on these machines,
like TrajSearch [16] and the Shemat-Suite [17] do.
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Fig. 3.  Memory bandwidth of the coprocessor and the BCS system for
different numbers of threads and thread-binding strategies.

IV. BASIC PERFORMANCE CHARACTERISTICS

To get a first impression of the capabilities of the Intel Xeon
Phi coprocessors, we evaluated basic performance characteris-
tics** with kernel benchmarks. In the evaluation, we focus on
the native coprocessor performance and exclude the offload
model. First, we investigated the memory bandwidth of the
coprocessor with the STREAM benchmark [18]. Since the
memory bandwidth is the bottleneck in many sparse linear
algebra kernels, this can give us a hint on the performance
we can expect from the CG solver investigated in Section V.
Second, we investigated the overhead of several OpenMP
constructs with the help of the EPCC microbenchmarks [19].
Since the overhead of OpenMP constructs can be essential
for the scaling of OpenMP applications and since applications
have to scale up to hundreds of threads on the Intel Xeon
Phi coprocessor, these benchmarks can give a first insight into
the behavior of OpenMP applications. We compare the results
with measurements on the BCS system.

A. STREAM

As described above, we use the STREAM benchmark to
measure the memory bandwidth that can be achieved on
each system. We use Intel Compiler XE (version 13.0.1.117)
and to ensure a good thread placement we evaluate different
strategies for the KMP_AFFINITY environment variable. To
get meaningful results on the BCS system and its hierarchical
NUMA design, we initialize the data in parallel in order to
get a balanced data distribution across the NUMA nodes. We
use a memory footprint of about 2 GB on both systems.

Fig. 3 shows the measured memory bandwidth for different
numbers of threads and placement strategies on the coproces-
sor and on the BCS system. On the Intel Xeon Phi coprocessor
we cross-compiled the benchmark and started it natively on
the coprocessor. To get a good performance we needed to set
compiler options in order to enable software prefetching.

On the BCS machine, we observe a difference in the binding
schemes. The compact binding only yields small bandwidth
improvements for small numbers of threads. This is because
the binding first fills a whole socket before the next socket is
used and so measurements with 1, 2, 4, and 8 threads only

use the memory controller of one processor chip. For the 128-
threads case all sockets are used and we see good performance
of about 210 GB/s. With the scatter placement the sockets
are used as soon as possible. With 16 threads all sockets and
memory controllers of the system are used. We observe a
fast increase of the bandwidth at the beginning, but for larger
numbers of threads a plateau is reached and even slight drops
are observed.

The Intel Xeon Phi coprocessor exhibits a similar behavior.
The curve of the compact placement rises very slowly at the
beginning and goes up at the end. The compact placement
first fills the hardware threads of one physical core before
going to the next. Hence, the Intel Xeon Phi achieves the best
memory bandwidth when all cores are utilized. Although this
seems to be quite natural, it is not the case for the Intel®
Xeon' = X7750 of the BCS machine. Here using 4 of the
available 8 cores is enough to saturate one chips total memory
bandwidth.

The balanced placement [9] on the coprocessor does
nearly the same as the scatter placement on the BCS
system but the numbering of the threads is optimized, so
that threads on the same core will have neighboring num-
bers whereas the scatter placement distributes the threads
round-robin. The balanced placement achieves the best re-
sult for 60 threads, when a bandwidth of more than 156 GB/s is
observed. With an increased number of threads the bandwidth
goes down slightly to about 127 GB/s for 240 threads.

Overall the BCS system achieves in total an about 40 %
higher memory bandwidth than the coprocessor, but of course
it uses 16 processors and 16 memory controllers to do so.
The coprocessor achieves a better bandwidth than 8 of the
Xeon X7550 processors on a single chip which is quite an
impressive result.

The memory available on the BCS system is much larger
than that on the Intel Xeon Phi coprocessor, and for larger
data sets the comparison would need to take into account data
transfers through the PCI Express bus.

B. EPCC Microbenchmarks

The EPCC Microbenchmarks [19] are used to investigate
overheads of key OpenMP constructs. The micro-benchmarks
assess the performance of these constructs and provide a data
point for potential parallelization overheads and the scaling be-
havior in real applications. Here we focus on the syncbench
that measures the overhead of OpenMP constructs that require
synchronization. Of course we expect the overhead to increase
with growing numbers of threads, since more threads need
to be synchronized. The overhead of the OpenMP constructs
can be critical for the scaling of OpenMP applications and
thus it is worthwhile to take a look at the performance on
the coprocessor and to compare it to the BCS system while
running with a similar number of threads. Table I shows the
overhead of the OpenMP parallel for, barrier and
reduction constructs. The experiments were done on the
BCS system and on the coprocessor with the original EPCC
benchmark code. We cross-compiled the code for the Intel



BCS System

#Threads | PARALLEL FOR BARRIER REDUCTION
1 0.27 0.005 0.28
2 8.10 2.50 7.34
4 9.55 4.69 9.75
8 18.63 8.52 27.18
16 22.78 8.83 37.46
32 25.16 12.34 42.47
64 43.56 15.57 60.63
128 59.04 20.61 80.79

Intel Xeon Phi coprocessor (native / offload)

#Threads | PARALLEL FOR BARRIER REDUCTION
1 2.01/72.41 0.08 7 0.10 2317259
2 432/7.17 1.28 / 1.70 4.28 17.77
4 7.63 / 8.86 249/ 3.47 7.39 7 10.08
8 12.24 / 11.60 4.56 / 4.56 12.39 / 12.68
16 13.81 / 12.59 5.83/6.46 21.60 / 22.42
30 15.85/ 16.86 8.20 / 8.34 24.79 1 27.88
60 17.71 / 21.19 9.96 / 9.96 29.56 / 35.33
120 20.47 / 24.65 11.79 / 12.28 | 34.61/41.70

240 27.55 /30.39 13.36 / 16.66 | 48.86/52.17
TABLE 1

OVERHEAD IN MICROSECONDS FOR OPENMP CONSTRUCTS MEASURED
WITH THE EPCC MICROBENCHMARK SsYNCBENCH ON THE BCS SYSTEM
AND AN THE INTEL XEON PHI COPROCESSOR. HERE, THE BENCHMARKS
WERE RUN NATIVELY ON THE COPROCESSOR AND STARTED WITH AN
OFFLOAD DIRECTIVE FROM THE HOST SYSTEM.

Xeon Phi coprocessor and started it natively on the device. We
also measured a slightly modified version of the code using
LEO to offload all parallel regions.

The first thing to note is that there is no big performance
difference between the native coprocessor version and the
hybrid version using LEO. On both investigated systems the
overhead is in the same range, although the scaling is slightly
better on the Intel Xeon Phi coprocessor. Comparing for
example the results of 128 threads on the BCS system with 120
threads on the coprocessor, we observe that the coprocessor
achieves faster synchronization for all constructs investigated.
It is obvious that the physical distance on the BCS system
is much higher than the distance on the coprocessor chip.
Overall, this is a sign that applications scaling on the big
SMP system might also scale well on a coprocessor since
synchronization is cheaper there.

Finally, we extended the original EPCC benchmark set by
a benchmark that measures the overhead of the offload
pragma itself. We applied the same procedure as it is done
for the other constructs. We did a reference run that measured
the overhead of a delay function innerreps times (see
Fig. 4) and then we measured the time to offload and execute
the delay function innerreps times (see Fig. 5).

This allows to calculate the overhead as:

(OffloadTime - ReferenceTime)/innerreps

The overhead we observed for the offload directive on our
test system was 91.1 us. Thus, the overhead of one offload
region is about 3 times larger than that of a parallel for
construct with 240 threads on the coprocessor. The ability of
the coprocessor to handle function calls and other high-level
programming constructs allows to offload rather large kernels

start = getclock ();

#pragma offload target (mic)

for (j=0; j<innerreps; j++){
delay (delaylength);

}

times[k] = (getclock() — start);

Fig. 4. Kernel to compute the reference time of innerreps executions of
delay on the coprocessor

start = getclock ();
for (j=0; j<innerreps; j++){
#pragma offload target (mic)

{
delay (delaylength);
}
}

times[k] = (getclock () — start);

Fig. 5. Kernel to compute the time to offload innerreps times a kernel
that executes the delay function

and helps hide the overhead in the computation.

V. CONJUGATE GRADIENT METHOD

To evaluate the performance of a real-world compute kernel
we use a CG solver [20] that runs natively on the Intel Xeon
Phi coprocessor. The runtime of the algorithm is dominated
by the Sparse-Matrix-Vector-Multiplication (SMXV). For the
performance evaluation we use our own implementation that
uses OpenMP for constructs to parallelize all operations and
we compare it to a version that uses the Intel® Math Kernel
Library (MKL) sparse routines. We use the Compressed Row
Storage (CRS) format to store only the non-zero values and
the sparsity pattern of the matrix and to have a cache-friendly
memory access.

Depending on the sparsity pattern of the matrix an adequate
load balancing is also needed. For that reason we do not use a
static schedule for the distribution of the matrix rows but rather
pre-calculate the number of rows for each thread depending on
the number of nonzero values. On big ccNUMA machines cor-
rect data and thread placement is essential [15], so we initialize
the data in parallel to distribute the pages over the sockets and
bind the threads to the cores to avoid thread migration. Since
the two test systems differ in amount and usability of hardware
threads we use different binding strategies. For the 16-sockets
machine we set KMP_AFFINITY=scatter to fill up the
sockets round-robin and KMP_AFFINITY=compact to place
each thread as close as possible to the previous thread. For
the thread placement on the Intel Xeon Phi coprocessor, we
set KMP_AFFINITY=balanced,granularity=fine to
achieve a more balanced thread placement given the four
available hardware threads on each core and to obtain the best
performance for this kernel. The matrix represents a computa-
tional fluid dynamics problem (Fluorem/HV15R) and is taken
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Fig. 6. Scalability of the CG kernel on 128-core SMP machine and on the
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Test case #Threads Serial Minimal
Time [s] | Time [s]
OpenMP, coprocessor, balanced 244 2387.40 32.24
MKL, coprocessor, balanced 244 3014.48 38.46
OpenMP, BCS, scatter 128 1175.89 26.63
OpenMP, BCS, compact 128 1176.81 18.10
MKL, BCS, scatter 128 1024.52 43.72
MKL, BCS, compact 128 1025.99 43.13
TABLE II

SERIAL AND MINIMAL PARALLEL RUN TIME OF 1000 ITERATIONS OF THE
CG METHOD FOR BOTH IMPLEMENTATIONS ON BOTH SYSTEMS.

from the University of Florida Sparse Matrix Collection [21].
The matrix dimension is N = 2,017,169 and the number of
nonzero elements is nnz = 283,073,458, which results in a
memory footprint of approximately 3.2 GB. Hence, the data
set is big enough not to fit into the caches, even on the 16-
sockets machine.

Fig. 6 shows the scalability on the 16-socket machine and
on the coprocessor for 1,000 CG iterations. If all 61 cores
are utilized (without SMT) on the coprocessor, it reaches a
speedup of over 53 with our CG implementation (OpenMP).
With all hardware threads the speedup increases up to over
74. Although the speedup curve increases more slowly for
the Intel MKL version, a better speedup is reached if all
hardware threads are used. However, the total elapsed time
to execute 1,000 iterations is 20 % higher than for our cross-
compiled version (also see Table II). The figure shows that the
Intel Xeon Phi coprocessor can reach a very high scalability,
even for this memory-bound problem. In contrast to that, the
speedup of our (OpenMP) implementation on the big SMP
system with the scatter placement strategy only increases
slightly when utilizing all 128 cores without SMT compared
to using only 64 threads. The compact thread distribution
reaches a speedup of 65. It increases from 64 to 128 threads,
because the former case uses only two out of the four 4-sockets
boards and the full memory bandwidth is not available.

The consideration of the speedup does not take the absolute
performance into account. Table II shows the serial and the
minimal parallel runtime for 1,000 iterations of the CG method
for both implementations and the number of threads which
obtain the minimal parallel run time. As the CG method is
dominated by the SMXV and it is also important for many

system #Threads | read bandwidth | write bandwidth

Coprocessor 244 122.1 GB/s 62.9 GB/s

BCS 128 236.5 GB/s 142.2 GB/s
TABLE III

MEMORY BANDWIDTH FOR ONLY READ AND ONLY WRITE OPERATIONS
ON THE BCS SYSTEM AND THE COPROCESSOR CARD.

other sparse algorithms, we focus on the performance of this
operation in the following section.

A. Sparse-Matrix-Vector-Multiplication (SMXV)

To assess the absolute performance, we apply a simplified
version of the Roofline model [6] to the BCS system (Fig. 7)
and to the Intel Xeon Phi coprocessor (Fig. 8). The Roofline
model gives an estimate of the maximum performance in
GFLOPS an algorithm can achieve on a given system de-
pending on its operational intensity. The operational intensity
is the number of FLOPS per byte loaded into the system.
Algorithms that compute many FLOPS per byte are bound by
the peak floating point performance of the system modeled
as a horizontal line in the right part of the diagram. The
rising line in the left part of the diagram shows the maximum
performance an algorithm with low operational intensity can
reach because of the limited memory bandwidth of the system.
The point of intersection of both lines marks the operational
intensity where the algorithm fully utilizes the bandwidth and
the floating point capacity of the system.

We obtained the peak floating point performance of the
systems from the hardware specifications of the Intel Xeon
X7550 processors and the Intel Xeon Phi coprocessor. The
peak memory bandwidth was measured with a STREAM-
like test program. In contrast to the original stream code
used in Sec. IV we calculate the bandwidth for only read
operations and only write operations. The results are shown
in Table III. As you can see on both systems the bandwidth
for read operations is higher compared to the bandwidth for
write operations. This is because the processor needs to load
a cache line first before it can be written, which results in two
transfers through the memory controller for a write operation
whereas only one transfer is needed for read (assuming no
streaming stores). To simplify matters, we assume that the
vectors of the SMXV kernel can be kept in the cache, so
only the matrix needs to be loaded whose elements are stored
consecutively. So, for the Roofline model we used the read
memory bandwidth as basis for the rising left line.

To load one entry of the matrix in CRS format we have to
load the value (double) and index (int) variables, resulting
in 12 bytes to load per entry. One add and one multiply op-
eration is needed per matrix element and each matrix element
is needed only once, so we cannot keep results in the cache to
be reused later on. This leads to an operational intensity (O)
of O = %L %z?tf S = LE %yotf 2 For this operational intensity
the Roofline model shows that the SMXV kernel is bound by
the memory bandwidth on both systems and that it can reach a
maximum performance of 39.42 GFLOPS on the BCS system
and 20.35 GFLOPS on the coprocessor.
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the SMXYV kernel which has an operational intensity of 1/6 FLOPS/byte can
reach a maximum performance of 39.4 GFLOPS on the BCS system.
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model shows that the SMXYV kernel which has an operational intensity of 1/6
FLOPS/byte can reach a maximum performance of 20.35 GFLOPS on the
Intel Xeon Phi coprocessor.

Fig. 9 shows the performance measured for SMXV within
the CG method. As expected, the best performance is achieved
on the BCS system (with compact distribution strategy)
which delivers 37.24 GFLOPS for our implementation, which
is close to the theoretical maximum of 39.42 GFLOPS as
predicted by the Roofline model. For the Intel MKL version
only 31.64 GFLOPS are reached. Here, the reason for the
lower performance on this big BCS system is that our own im-
plementation is less generic and that we have the full control of
the correct data and thread placement. The slower performance
increase for the scatter strategy when utilizing more than
64 threads is directly connected to the STREAM measurement
of Fig. 3. Due to the bandwidth drop with large thread counts,
the best result is obtained with 64 threads. As predicted by the
Roofline model with 18.67 GFLOPS the performance on the
coprocessor is also close to the maximum of 20.35 GFLOPS.
While the difference between the Intel MKL version and our
own implementation is about 5.5 GFLOPS without SMT (61
threads), the maximum performance of both versions (244
threads) is almost the same.
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Fig. 9. Performance of the SMXV within the CG method on 128-core SMP
machine and on the coprocessor.

System #Threads | Time [s] | dxpay/ dot SMXV
daxpy product
Coprocessor 244 32.24 3.71% 1.89 % 94.03 %
BCS 128 18.10 1141% | 4.45% 84.01 %
TABLE IV

RUN TIME SHARES AND SOLVING TIMES FOR THE LINEAR ALGEBRA
KERNELS ON BOTH SYSTEMS.

B. Vector Operations

Accelerators like GPGPUs often require to not only op-
timize the SMXV kernel, but also other vector operations
within the CG solver (e.g., reductions for the dot product).
Table IV shows that the share of vector operations in SMXV
is more dominant on the Intel Xeon Phi coprocessor than on
the BCS machine (94.03 % vs. 84.01 %). The vector operations
daxpy (¢ = a * £ + %) and dxpay (¥ = & + a * ¢) take only
3.71 % of the total runtime while they consume up to 11.41 %
on the BCS system. After the matrix vector multiplication
most of the vectors are discarded from the cache and need
to be reloaded. In contrast to the coprocessor, the BCS system
cannot reach full memory bandwidth for these small arrays
(about 15 MB each). The share of the dot product is lower
on the coprocessor which shows that the OpenMP reduction
works fine on this new architecture. Since the SMXV kernel
has the most significant run time impact we concentrated our
analysis on it.

C. SIMD Vectorization

As mentioned in Section II, the Intel Xeon Phi coprocessor
has new powerful SIMD capabilities. To analyze these, we
built two versions of the CG method with and without vector-
ization (through the compiler flag —-no-vec). Fig. 10 shows
that the gain from vectorization within the CG method is quite
small. Although one observes a 2x gain for small numbers
of threads, there is no difference when the coprocessor is
fully utilized. In combination with the presented performance
model, one can see that it is possible to utilize the full available
bandwidth although the code was not vectorized. Since the
data loaded through the gather operations is the same as with
the scalar version of the CG code, the gather operations cannot
provide any additional performance gain. This means that
memory-bound applications in general can benefit from the
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high memory bandwidth of the coprocessor, even if they do
not use SIMD vectors.

VI. CONCLUSION AND FUTURE WORK

The growing demand for both compute power and low en-
ergy consumption has led to a growing adaption of accelerators
and coprocessors for HPC to fulfill this requirement. While for
GPUs a rewrite of the application might be necessary, we have
shown that with the upcoming Intel Xeon Phi coprocessor it
is possible to efficiently port compute kernels with no or just
minor code modifications.

The overhead of the standard OpenMP constructs which
use synchronization is smaller than on big SMP machines,
which makes the approach very promising for many HPC
applications using OpenMP. The overhead of the offload
pragma used in the language extension (LEO) is also quite
low, so that it will not limit the scalability.

The bandwidth of one coprocessor is up to 156 GB/s and
exceeds eight Intel Xeon X7550 processors. This is reflected in
real-world kernels like the SMP optimized sparse CG solver.
With the Roofline model we have predicted a maximum perfor-
mance of about 20 GFLOPS for the SMXV kernel (limited by
the read memory bandwidth) and achieved almost 19 GFLOPS
with the unmodified kernel. This shows that scientific OpenMP
applications can run efficiently on the upcoming Intel Xeon
Phi coprocessor without requiring a rewrite.

In addition to our work which focused on shared memory
programming, it would be interesting to investigate the per-
formance of the Intel Xeon Phi coprocessor for distributed
memory paradigms like MPI on one or multiple coprocessors.
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