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Abstract-This paper presents a new approach towards parallel 1/0
for message-passing (MPI) applications on clusters built with com-
modity hardware and an SCI interconnect: instead of using the
classic scheme of clients and a number of servers communicatin
via TCP/IP, a pure peer-to-peer communication topology based on
efficient use of the underlying SCI interconnect is presented. Every
process of the MPI application is client as well as server for I/O
operations. This allows for a maximum of locality in file access,
while the accesses to remote portions of the distributed file are per-
formed via distributed shared memory techniques. A server is only
required to manage the initial distribution of the file fragments
between the participating nodes and to provide services like exter-
nal access and redundancy.

Il PRINCIPLES OF PIGC3

Our current target is to design and implement a system for
gparallel I/O via SCI which will be used by MPI applications via
the MPI-IO interface: a set of processes running on multiple
nodes of a cluster is accessing a file for read or write operations
via appropriate MPI-1O calls. This means that we can imple-
ment our design as a run-time library which operates in user-
space. A system for parallel 1/O which is designed to be used
with MPI-10O is of course less general than a generic parallel file
system. But it has the advantage of having semantic knowledge
of how the data is structured (via the MPI type definitions) and
allows collective access to a file and can thus be optimized
towards its specific use.

The basic design idea efoSCis illustrated in figure 1. Each
process has a global view on the whole file. This view is pro-
vided via the SCI shared memory, which hides the physical

As a cost-effective alternative to vendor-integrated systenication of the underlying file fragments. Accesses to the file by
more and more high-performance computing systems are bifi¢ MPI-IO library are executed as memory accesses to the
ascomponents-off-the-sh¢EOTS) clusters. The standard Comg;\ddress regions in which the differerent file fragments have been
ponents include the hardware and also the software, with fh&PPed.
operating system as the basic building block. Common operat
ing systems for COTS clusters are Linux, Windows NT/2000
and Solaris.

The currently most used programming interface to create por
table parallel scientific or technical applications is MPI. Many
implementations of MPI exist for COTS clusters, too. However,
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this kind of applications does not only require communication
between the processes, but often also has to perform a signif :—:

cant amount of file 1/O for various purposes [1].
The standard 1/O interfaces offered by operating systems use
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in COTS clusters lack support of high-performance, parallel I/O

services as they are required for typical I/O related load of sci-

entific applications [2]. On the other hand, existing mechanisms

for parallel 1/0 like dedicated parallel file systems have to beFig. 1. Concept of MPI-IO via memory-mapped files and SCI

used via a proprietary interface which hinders portability. To o ) . o

overcome these problems at least for the scope of MPI programt/OWeVer, it is not possible to directly map the file into the

ming, the MPI-2 standard includes a definition of a progran_‘?‘-c' addres§ space. Additionally, it is important to cache porti-

ming interface for parallel /0 called MPI-IO [3] to allow 1ONS of the file W'hICh have beeq accesseq, and tolclzonvert remote

portable and efficient programming of MPI applications with f82d accesses into remote write operations (writing to remote

O requirements. A number of MPI-IO implementations ar&€mory IS an order of magnitude fastgr than reading from

available for COTS clusters, t00. remote memory). This means that an additional software layer is

To improve the performance of COTS clusters, high-spe&gAvired which o _

interconnects like Myrinet or SCI are used instead of the ethér- US€S SCI for communication without the need to map the

net-based TCP/IP network. However, the direct and thus effi- Whole file into SCI memory segments. _ ,

cient support of these interconnects for 1/O is not very commoh. CONverts remote-read accesses to remote-write accesses in

In this paper, we present the design and an implementation of ath® OPposite direction. _ _

system for parallel I/0 with an MPI-IO APl on SCI connected caches the'remote. portions ,Of the file which have been

clusters which directly utilizes the fast SCI interconnect.we accessed with a suitable consistency scheme.

have named this systepri\oSC” which stands foparallel /O on optlmlze.loc'allty of file accesses to reduce the amount of

SCI connected COTS clustefEhe next chapter describes the COmmunication for remote accesses. _

basic priniples ofpioSCG, while chapter Ill summarizes the For' this purpose, we use a §I|ghtly modified version of the

results and gives some directions for future development. > VMIib [4] which provides distributed shared memory by soft-
ware means and is able to perform inter-process communication
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via SCI. SVMIib offers different consistency models; for the [l SUMMARY & CONCLUSIONS

given purpose, thenul_tiple rgader i sir_lgle writecon;istency . First measurements with our current pioﬁﬁl’ototype show
model Is the pest choice. This results in a setup asllllystratej At the performance is vastly superior to any NFS server which
figure 2 again for the case pf t\.NO proceses on distinct no &€3till the most common solution for /0 in COTS clusters. The
accessing one shared file which is distributed over both node§CI interconnect contributes in two ways to this performance:

_P&ess_o N the 'communication for file access is performed \{ia SCl, bgt a!so
ad_svm | ad_svm the inter-process communication of the MPI-I1O library which is
done via MPI function calls benefits from the high performance
of the underlying SCI interconnect [5].
Of course, a number of tasks remain.While the current perfor-
mance is good compared to NFS, we need to compare it to other
R S \ distributed file systems for COTS clusters like PVFS. We also
= have located performance bottlenecks in the SVMIib; it might
be substituted by a solution which has less overhead by reducing
the number of context switches between user and kernel space

remote segment ‘ ‘ remote segment

memory mapped I/O to file segment on local disk
- memory mapped I/O to file segment on remote disk

anonymous dummy mapping to local swap space and by maintaining the information for the distribution of the
Fig. 2. Two processes map a distributed file file in SCI shared memory.
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